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Achieving controllable coupling of dopants in silicon is crucial for operating donor-based qubit

devices, but it is difficult because of the small size of donor-bound electron wavefunctions. Here, we

report the characterization of a quantum dot coupled to a localized electronic state and present

evidence of controllable coupling between the quantum dot and the localized state. A set of measure-

ments of transport through the device enable the determination that the most likely location of the

localized state is consistent with a location in the quantum well near the edge of the quantum dot.

Our results are consistent with a gate-voltage controllable tunnel coupling, which is an important

building block for hybrid donor and gate-defined quantum dot devices.VC 2015 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4930909]

Donors in silicon are a natural choice for qubits,1

because their electron and nuclear spins have very long

coherence times.2–7 Although donor-based quantum devices

can be fabricated with near-atomically precise placement of

donors,8,9 even when well-placed, it is difficult to control

and change the tunnel couplings between them with gate vol-

tages. In contrast, tunnel couplings are easily tunable in gate-

defined quantum dots, and high-quality quantum dots hosting

at least four different types of spin qubits have been demon-

strated.10–22 Moreover, the electrons in quantum dots can be

displaced laterally simply by changing the voltages of the

gates on the surface.23 Because of the differences between

donors and quantum dots, it is interesting to ask whether

donors or other localized defects can be tunnel-coupled to

gate-defined quantum dots in Si/SiGe heterostructures.

Here, we report the observation of a controllable tunnel

coupling between a localized electronic state and a gate-

defined quantum dot formed in a Si/SiGe heterostructure.

We present measurements of transport through the device,

demonstrating controllable tunnel coupling between the

quantum dot and the localized state. A set of stability dia-

gram measurements enable a determination of the relative

magnitude of the capacitance between the surface gates and

both the quantum dot and the localized state. We report the

expected electron density profiles in the quantum dot and the

neighboring reservoirs. Combining the experimental results

with 3D capacitive modeling based on the electron density

profiles, we determine the most likely location of the local-

ized state in the device. These results demonstrate that it is

possible to control the tunnel rate between localized states

and quantum dots, notwithstanding the dramatic difference

in the characteristic length scales.

A gate-defined quantum dot, shown in Fig. 1, was fabri-

cated in a Si/Si0.68Ge0.32 heterostructure grown by chemical

vapor deposition on a relaxed buffer layer with a surface

smoothed by chemical-mechanical polishing. Measurements

were performed in a dilution refrigerator with a mixing

chamber temperature TMC < 30mK.

Fig. 1(c) shows Coulomb diamonds characteristic of

Coulomb blockade with an average charging energy

Ec ¼ 760 leV. By comparing this charging energy with the

charging energies of few-electron Si/SiGe quantum dots,24

we find that this quantum dot is in the many electron regime.

We also obtain, from the excited states visible in Fig. 1(c),

an estimate of the single-particle energy of about 380 leV in

this quantum dot. The data also enable the extraction of the

proportionality constant (the lever arm) aG2 ¼ 148 leV=mV

between the voltage on gate G2 and the energy of the quan-

tum dot.

The red arrows near the center of Fig. 1(c) highlight an

additional sharp, isolated charging event. Over this range in

gate voltage, 13 electrons are added to the main dot, yet only

this one additional feature is observed. The capacitances

between various gates and the object corresponding to this

feature are different from those corresponding to the quan-

tum dot. This difference is made clear in Fig. 1(d), which

reports the current through the quantum device as a function

of the voltages on gate P and G2. The phenomenology of

this plot is very similar to those observed in metal-oxide-

semiconductor devices in which donors have been

implanted:25,26 near the center of the scan, a series of shifts

in the charge transitions of the dot can be observed; these

shifts correspond to the feature marked by the red arrows in

Fig. 1(c). The line through the gate voltage space spanned by

VP and VG2 connecting these shifts has a different slope than

that of the Coulomb blockade peaks corresponding to the

dot, confirming the presence of a nearby localized state that

is not at the same physical position as the dot. The current at
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the intersection of the charge transitions between the dot and

the localized state can be used to gain insight into the tunnel

coupling between the localized state and the quantum dot;

we show below that this current is a repeatable function of

the gate voltages in the device.

Figure 2(a) shows the source-drain current ISD versus VP

and VB1. The dashed black lines indicate the voltages at

which the localized state charges, corresponding to the

observed shift and gap in the Coulomb blockade peaks. The

pattern of lines and slopes in Fig. 2(a) matches the expecta-

tion for a two-site system, which here corresponds to the

quantum dot and a localized state.6 No current is observed

along the black dashed lines in this figure, indicating that the

localized state is not tunnel coupled to both the source and

the drain. It is possible, however, that the localized state is

connected to either the source or the drain, and this hypothe-

sis is supported by the faintly visible line of current (white in

the color scale) that sits at the position of the polarization

line at each of the three main intersections in this stability

diagram.

Figures 2(b) and 2(c) show a pair of triple points in this

two-site system, for two different values of the voltage on

gate B2. In both plots, there is no current along the black

dashed lines corresponding to the charge transition of the

localized site, confirming that the localized site is not tunnel-

coupled to both the source and the drain. However, in Fig.

2(b), where VB2 ¼ �402mV, current is observed along the

polarization line; in contrast, no such current is observed in

Fig. 2(c), where VB2 ¼ �404mV. This current is studied in

more detail in Fig. 2(d), where we report line cuts across the

polarization line, as indicated by the gray dashed line in Fig.

2(b). Fig. 2(d) shows a dramatic evolution of the current

along this path as VB2 is changed. For VB2 equal to either

�398 or �401mV, no peak in current occurs at the polariza-

tion line. In contrast, for intermediate values of VB2¼�399

and �400mV, a prominent peak in current is observed at the

position of the polarization line. The current peak is

visible over a narrow voltage range in VB2. Each line scan in

FIG. 1. Device design and characterization. (a) Schematic side view of the device, showing a Si/Si0.68Ge0.32 heterostructure with a 10 nm Si well (light grey)

and 32 nm SiGe offset (dark grey). Both the upper (purple and red) and lower (green) layers of gates are 2 nm titanium and 20 nm gold deposited by electron

beam evaporation. The lower (upper) gates were deposited on 10 nm (90 nm) of atomic layer deposition grown aluminum oxide (light orange). Ohmic contacts

S and D (denoted with £ symbols) are 5 nm titanium and 40 nm gold on a region degenerately doped with phosphorus through the quantum well (black dashed

boxes). Approximate location of the quantum dot and impurity are shown schematically by the yellow dashed oval. (b) False-color SEM of a device identical

to the measured device. Upper gate A (purple) and paddle gate P (red) were positively biased to accumulate a two-dimensional electron gas in the reservoir

and to control the energy of the dot, respectively. On the lower level, gates G1, G2, and QPC (yellow) were negatively biased to provide the confinement

potential; gates B1 and B2 (green) controlled the tunnel barriers to the source (S) and drain (D) ohmic contacts (denoted with £ symbols). (c) The derivative

dISD=dVSD of the transport current with respect to the gate voltage VG2, showing Coulomb diamonds. A sharp resonance, indicated by arrows, is observed, sug-

gesting a localized state. (d) Coulomb blockade oscillations of the current ISD at fixed VSD ¼ 100lV. The jump indicated by arrows corresponds to the local-

ized state in (c).

FIG. 2. Control of tunnel coupling. (a) ISD as a function of VP and VB1, with

VB2 ¼ �400mV, showing jumps in the Coulomb blockade transitions. A

double dot-like stability diagram is revealed, including a weak polarization

line. The localized state charge transitions are not visible and are shown

schematically as black dashed lines. (b) and (c) High resolution scans across

a polarization line, for VB2 ¼ �402mV in (b) and VB2 ¼ �404mV in (c).

Current is present at the polarization line in (b) but not in (c). (d) Line scans

across the polarization line as a function of VB1, acquired by sweeping VP

and VB1 simultaneously, following a path exemplified by the light gray

dashed line in panel (b). The data for VB2 ¼ �398mV are not shifted; subse-

quent traces are offset vertically by 100 fA and laterally by 1mV each.

These plots, which were acquired in close succession in time, show that

changing VB2 changes the tunnel couplings to the localized state, turning on

and off current at the polarization line. (The overall conditions in this plot

are slightly different than those in panels (b) and (c).) (e) Black triangles

show the height of the main Coulomb blockade peak near the anticrossing

with the localized state, and red triangles show the height of the current peak

on the polarization line, both of which are strongly temperature dependent.

Inset: Coulomb blockade peak height IP far from the anticrossing with the

localized state vs. temperature, showing behavior typical for a large dot at

reasonably low temperature.27

103112-2 Foote et al. Appl. Phys. Lett. 107, 103112 (2015)

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  128.104.173.224 On: Mon, 22 Aug
2016 15:08:18



Fig. 2(d) covers all values of detuning near and at the polar-

ization line, yet only two of them (for specific values of VB2)

yield peaks in the measured current. Thus, the tunnel cou-

pling is modified independently of the detuning energy.

The difference between the current peak shown in Fig.

2(d) and the conventional Coulomb peaks corresponding to

the quantum dot is also highlighted by the temperature de-

pendence of each peak. The inset to Fig. 2(e) shows the tem-

perature dependence of the Coulomb blockade peak for the

single dot, which is tunnel coupled to both the source and the

drain, for gate voltages such that the localized state is not

involved in the transport. The current is nearly constant as a

function of temperature, rising slightly as the temperature

drops, consistent with a reasonably large quantum dot at

temperatures T for which kT � Ec (Ref. 27). In the main

panel of Fig. 2(e), the black inverted triangles show the tem-

perature dependence of the main Coulomb blockade peak

very close to the anticrossing with the localized state, and

the red triangles show the temperature dependence of the

current peak on the polarization line. In contrast with the

behavior in the inset, both of these peaks increase strongly

with increasing temperature. This behavior is consistent with

a localized state tunnel coupled to the dot and one (but not

both) of the reservoirs. Considering first the main Coulomb

peak: on this peak, transport through the dot is allowed (by

definition), whereas accessing the localized state requires

thermal activation. At elevated temperatures, where transport

through the impurity is activated, a significant and new par-

allel path to exit the dot is opened, increasing the total cur-

rent by an amount that is comparable to the current in the

absence of this new path. Considering the polarization line

peak (which is more than 5 times weaker than the main

Coulomb peak): this current is suppressed at low tempera-

ture. Although charge can shuttle between the dot and the

localized state at no energy cost at this position in gate volt-

age space, it cannot tunnel to or from the leads—raising the

temperature activates this process, but only more weakly

than for the main Coulomb peak, because additional charge

is forbidden on both the dot and the localized state.

To determine the location of the localized state, we com-

bine transport measurements with electrostatic device model-

ing.28,29 As shown in Fig. 3(a), we acquire five stability

diagrams, sweeping gate voltage VP, which we use as our ref-

erence, as we step five other voltages: VG1; VB1; VG2, VQPC,

and VB2. For each scan, all other voltages are held fixed to

their values at a central operating point. To interpret these

data, we constructed an electrostatic device model in

COMSOL Multiphysics,30 using the device geometry from

the experiment, as illustrated in Fig. 3(b). The model was

solved in the Thomas-Fermi Approximation,31,32 with the

self-consistent charge accumulation determined using a 2D

density of states confined to a sheet at the Si-SiGe interface.

We assumed a 2� 2 carrier degeneracy due to (2) spin and (2)

valley degrees of freedom. The computational domain was

3� 5lm laterally, and included a 100 nm air cap above the

oxide layer and 500 nm SiGe substrate below the silicon well.

We used zero-field boundary conditions on the sides of the do-

main and the top of the air cap, and set the conduction band

edge to the Fermi level at the bottom of the domain. In addi-

tion, we used voltages: VG2 ¼ �0:335V, VB2 ¼ �0:400V,

VQPC ¼ �0:100V, VG1 ¼ �0:104V, VB1 ¼ þ0:270V, VA

¼ þ2:75V, and VP ¼ þ2:75V.
We approximate the dot and reservoir regions predicted

by COMSOL as 5 nm thick metallic sheets at the 6� 1011

cm�2 density contour (Fig. 3(b)), and we treat the localized

state as a 1 nm radius metallic sphere. Given a placement of

the localized state, we construct a capacitance model predict-

ing each of the experimental stability diagrams.33 We raster

the localized state position across the device and compute as

a fit metric a weighted sum-of-squared-differences between

experimental and predicted values. We estimate the location

of the localized state that is most consistent with the data

shown in Fig. 3(a). In particular, we sum the squared differ-

ences of (1) the slope of the line connecting all of the

“offsets” in the Coulomb blockade lines (the white dashed

lines in Fig. 3(b)), and (2) the magnitude of the jump along

the y-axis of a Coulomb blockade line due to the localized

state. Type 1 quantities are unitless slopes whereas type 2

quantities have units of energy. To combine these into a

FIG. 3. Locating the localized state by combining experiment and modeling.

(a) Stability diagrams at fixed VSD for several gate voltage pairs. The black

dashed lines highlight Coulomb blockade transitions of the dot while the

white dashed lines show the expected position of the unseen localized state

charging event. (b) Results of 3D electrostatic modeling to determine the

location of the localized state. The top layer shows the gate geometry of

the device local to the dot. The middle layer shows the electron densities of

the dot and leads as calculated by COMSOL, with the contour corresponding

to 6� 1011 cm�2 electron density. The bottom layer of the device shows the

most likely location of the impurity, as determined by the discrepancy metric

(Eq. (1)), directly under the tip of gate G1 near the lower Si/SiGe interface

about 10 nm below the top of the quantum well.
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single discrepancy metric (DIS), we found empirically that

we needed to scale the type 2 quantities reported in meV by

1� 108 to balance them with the quantities of type 1. Thus,

the overall discrepancy metric is

DIS ¼
X5

i¼1

ðPOi � EOiÞ2 þ 1� 108 �
X5

i¼1

ðPJi � EJiÞ2;

(1)

where i indexes each of the five experimental slices shown in

Fig. 3(a), PO and EO are the predicted and experimental type 1

offset quantities, andPJ andEJ are the predicted and experimen-

tal type 2 jump quantities respectively. The lower layer of Fig.

3(b) shows a cut of DIS along a plane 12nm beneath the top of

the strained Si well, identifying a region under the tip of gate G1

as the most likely region in the x-y plane to find the localized

state. The DIS value is not very sensitive to the depth (z-coordi-

nate) between 10 and 20nm; the 12nm data are shown.

We propose a tunnel rate dependent model of our hybrid

quantum dot-impurity system. Under typical device operation,

the impurity is tunnel coupled to one of the leads and only

very weakly tunnel-coupled to the dot. Under these conditions,

a charging event of the localized state varies the electric field

local to the dot, changing the Coulomb blockade condition and

resulting in the familiar jump in the dot charge transition from

Fig. 2(c). Changing the voltage of the tunnel barrier VB2

changes the dot-drain, impurity-drain, and dot-impurity tunnel

rates. While the exact dependence on VB2 of each of these tun-

nel rates is complicated and difficult to predict, for certain gate

voltage tunings, like those shown in Fig. 2(b), the dot-impurity

tunnel rate increases, and the three tunnel rates together—espe-

cially the enhanced dot-impurity tunnel rate—allow for current

through the normally blockaded region as well as enhancement

of current corresponding to the dot charge transitions.

In conclusion, we have shown measurements and mod-

eling of a tunnel-coupled quantum dot-impurity system in a

Si/SiGe heterostructure. We demonstrated tunable tunnel

coupling between the impurity and the dot that is controlled

by varying a nearby gate voltage, and we reported the tem-

perature dependence of the coupled system. We also have

found the most likely position of the localized state through

capacitive modeling, with the capacitances extracted from

this model in good agreement with the experimental results.

Moving forward, we propose that the use of quantum wells

closer to the surface and gate electrodes placed more closely

together should enable even finer control over the coupling

between a localized state and a quantum dot.
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